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Abstract

Measurements of probability density functions (PDFs) and power spectral densities (PSDs)
are needed to characterize minor species concentrations in turbulent flames. Current techniques
can be used to measure PDFs, but they have limited ability to measure PSDs because of the
difficulties associated with obtaining a time-series for the fluctuations in number density. This
report described the development of a new strategy, picosecond time-resolved laser-induced
fluorescence (PITLIF), which can possibly be used to obtain measurements of minor species
concentrations in flames on the time scale of turbulence. PITLIF was demonstrated by seeding
sodium into a laminar HJO2/Ar nonpremixed flame and monitoring both the integrated
fluorescence signal and the fluorescence lifetime. PITLIF was also used to determine hydroxyl
concentrations in laminar CHa/O2/N2 flames. The quenching environment was monitored with
real-time sampling, and thus the necessary quenching rate coefficient was obtained on the time
scale of turbulence (348 ps). Fluorescence lifetimes of OH were also measured at different
equivalence ratios by using the equivalent-time sampling technique. These results compared
favorably with predicted lifetimes based on relevant quenching cross-sections and calculated
species concentrations.
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1. RESEARCH OBJECTIVES

The ability to make accurate, spatially and temporally res.lved concentration measurements
in turbulent flames is an important step in designing cleaner, more efficient combustion devices.
Turbulence implies irregular fluctuations in flow variables such as velocity or concentration
which are best described statistically using probability density functions (PDFs) and power
spectral densities (PSDs). The PDFs and PSDs can then be used for validation of theoretical
turbulence and combustion models [I]. Simultaneous measurement of both PDFs and PSDs is
particularly challenging for minor species concentrations. Such a measurement is the primary
goal of this research.

LAsr-induced fluorescence (UF) possesses the spatial and temporal resolution necessary
to monitor radical concentrations in turbulent, reacting flows. When using LIF to measure
number density, the excited atom or molecule may return to its ground state via two paths: (1)
the emission of a photon (fluorescence), or (2) collision with another atom or molecule
(quenching) [2]. Thus, the quenching environment must either be monitored or the dependence
of the fluorescence signal on collisional quenching must be eliminated to determine
concentrations from fluorescence signals.

The present work focuses on the application of a new diagnostic technique, picosecond
time-resolved laser-induced fluorescence (PIlTIF), to the measurement of the number density of
sodium and hydroxyl (OH) in laminar flames. While most practical combustion devices involve
turbulent flames, laminar flames are studied here because they provide a well-controlled, steady-
state environment which allows the OH results to be more easily compared with existing
computer models. By monitoring laminar flames, we also demonstrate the potential of PITIJF
to account for variations in the quenching envirenment on the time scale of turbulence.

In the PITLIF method, the local quenching environment is monitored via a high-bandwidth
channel (0-2 GHz) capable of resolving the individual temporal decays in the fluorescence signal.
Hence, the integrated signal monitored by a parallel low-bandwidth channel can be corrected for
quenching rate variations by employing the measured fluorescence lifetimes. A mode-locked
laser with a rapid pulse repetition rate (82 MHz or 4 MHz) is used as the excitation source. We
have demonstrated this technique by separately obtaining low- and high-bandwidth fluorescence
data for sodium seeded into a flame and then correcting the former by averaging the latter over
many temporal waveforms in an equivalent-time sampling mode. We have confirmed our ability
to obtain the quenching rate coefficient of sodium on the time scale of turbulence via real-time
sampling of the high-bandwidth fluorescence signal. We also report on equivalent- and real-time
measurements of OH fluorescence lifetimes, as well as on our ability to measure OH number
densities. We thus demonstrate concentration measurements of a naturally-occurring minor
species for a variety of atmospheric flame conditions using the fluorescence induced by a
picosecond laser excitation source.

2. RESEARCH ACCOMPLISHMENTS

2.1 Sodium Measurements

To verify operation of the PIT=.F technique, we have employed the instrument to measure
fluorescence fluctuations of sodium seeded into a laminar HJO/Ar nonpremixed flame. In this
case, the fluctuations in atomic sodium originate from the atomization process used to seed
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sodium into the flame. However, by employing this simple laminar flame, we are able to
demonsrate the utility of the technique for studying important combustion radicals in turbulent
systems. The instrument will ultimately be useful in flames for which turbulent interactions are
largely responsib! for the number density fluctuations.

A schematic ,grarn of the experimental apparatus for the sodium measurements is shown
in Fig. 1. The gases were burned in a concentric tube burner which consists of a circulax port
surrounded by two annular ports. The sodium was introduced by atomization of a NaCI solution
into the oxidizer stream. The laser source is a Spectra-Physics 375B broadband dye laser with
Rhodamine 6G dye synchronously pumped by a mode-locked frequency-doubled Spectra-Physics
Series 3000 Nd:YAG laser. The dye laser witput is tuned to 589.0 nim to excite the 3 S~a-- 3P=
transition in atomic sodium using a two-plate lyot filter and italon. The laser system delivers
a series of mode-locked laser pulses with a repetition rate of 82 MHz. The laser beam is
chopped by an optical chopper operated at 4 kHz to allow for synchronous detection, thus
elindnating any signal from flame emission. Fluorescence emission is collected perpendicular
to the beam axis and focused onto a photomultiplier tube (PMT) designed for fast response. For
the low-bandwidth measurements, the outpi,: of the PMT is directed into a low-pass filter which
provides amplification and filters out the individual temporal decays induced by the laser pulses.
The output of the low-pass filter is then directed into a lock-in amplifier which is triggered from
the chopper. The output of the lock-in amplifier is digitally sampled by a data acquisition
systen.

For the high-bandwidth measurements, the output of the PMT is directed to a digital signal
analyzer (DSA). The DSA can be operated in a real-time or an equivalent-time sampling mode.
In the real-time mode, the PMT current is sampled in a continuous fashion. In the equivalent-
time mode, the DSA operates as a sampling oscilloscope in which many sweeps are interleaved
to obtain a temporal record of a repetitive waveform. Both methods require triggering from the
pulse source (see Fig. 1). The data collected with either method were then downloaded to the
microcomputer for analysis.

2.11 Low-Bandwidth Measurements

Figure 2(a) displays PDFs of LIF intensity for various locations in the nonpremixed flame.
The differences in LIF intensity with axial (x-direction) and radial (r-direction) position are
expected due to the fact that sodium is diffused into the flame zone from the external coflowing
O,/Ar flow. The wide tails of the PDFs are due to the fluctuations in sodium concentration
which result from the atomization process. A clear difference exists in the two PDFs at x = 3
am. At r = 3 mm, which is near the flame edge, the UF signal exhibits a wide range of
intensity fluctuations. At r = 0 mnm, a large spike of low-intensity values is found, thus
indicating little diffusion of sodium to the center of the flame at this low axial location. At x
f 10 mm on the other hand, sodium is well distributed across the flame radius. Local PSDs are
presented in Fig. 2(b) for two different axial !ocations in the flame. These PSDs are normalized
by the mean-square of the LIF intensity fluctuations. A larger contribution by high frequency
fluctuations is found at the lower axial position. Significant damping of the spectral energy at
the higher frequencies occurs between x = 3 nun and x 1 10 mm.
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2.1.2 High-Bandwidth Measurements

Initial studies of the high-bandwidth portion of the instrument were performed using the
equivalent-time mode of the DSA. Each laser pulse induces a fluorescence decay which is
depicted in Fig. 3(a). The instrument response based on scattering from repetitive laser pulses
is also included in Fig. 3(a). The waveforms in Fig. 3(a) were smoothed using the DSA 602A
digital n-pole Bessel filter with a risetime of 700 ps after averaging approximately 500
equivalent-time waveforms. Since the instrument response time is on the same order of
magnitude as the lifetime of the decay, a convolute-and-compare technique must be utilized to
obtain the fluorescence lifetime. This technique iteratively convolves the measured instrument
response with an assumed form of the decay until it matches the measured decay within
prescribed limits [3].

Because the equivalent-time mode requires an acquisition time greater than the time scale
of turbulence, it is only suitable for measuring the average quenching environment at a specific
location in the flame. To demonstrate that the PITLIF instrument can monitor turbulent
fluctuations, we now show that the quenching environment can be monitored on the time scale
of turbulence. To simulate real-time acquisition without re-arming, successive real-time data
samples were combined via a trigger from the laser mode locker. The data is transferred from
the DSA to a PC and processed in software. A record of the PMT current is analyzed by
dividing it into data ranges, the temporal width of the ranges being equal to the inverse of the
laser repetition rate. Each of these data ranges is divided into bins with a temporal width equal
to the inverse of the acquisition rate. The data points are accumulated to generate a composite
decay similar to the procedure described by Nowak et al. [4]. At the acquisition rate of 1
Gsample/s, the maximum number of points that can be acquired before the DSA must re-arm is
20,464. The resulting 20.5 ps sampling time was not sufficient to adequately resolve the decay
from the background flame emission. By obtaining 20 files at 1 Gsample/s (for a total sampling
time of 409 ps), we were able to reconstruct a meaningful fluorescence decay. Figure 3(b)
displays the corresponding real-time excitation pulse and fluorescence decay. While the
equivalent-time data has a point density 20 times that of the real-time data, the curves are
qualitatively and quantitatively similar.

A quantitative comparison of equivalent-time and real-time lifetimes was conducted by
measuring the fluorescence lifetime via each method as a function of position in the flame. The
favorable results are shown in Fig. 4. The error bars (±2y) in Fig. 4 were determined from a
statistical analysis using 20 trials of each method at r = 2 mm, x = 10 mm in the flame. The
mean (p) and sample standard deviation (a) of the fluorescence lifetimes were calculated for both
groups of 20 trials, and the fractional errors were calculated as the standard deviation divided by
the mean (p/a). The resulting fractional error was 0.100 for the equivalent-time method and
0.087 for the real-time method. These fractional errors are assumed to be independent of position
in the flame.

Now that we have demonstrated the ability of the PITLIF instrument to capture the
fluorescence decays on the time scale of turbulence, we will show how these results are used to
correct the low-bandwidth data for quenching. As discussed earlier, the excited state lifetime is
necessary to obtain the number density of the atom or molecule under study. The number density
relative to that determined by calibration is
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N1°0 ' SF
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where the subscript c indicates the calibration condition, tr is the fluorescence lifetime, and SF
is the fluorescence signal. Figure 5 employs Eq. (1) to compare on a relative basis uncorrected
sodium number densities with those corrected for quenching. The values are based on the mean
intensity signals at the various locations in the flame. To demonstrate the effect of collisional
quenching, the uncorrected value acquired at x = 10 mm, r = 0 mm was normalized to unity and
all subsequent data were normalized with respect to this point. Similarly, all relative number
densities corrected for quenching were normalized relative to the calibration value found at x=
10 mam, r- 0 mm. As seen in Fig. 5, the effect of collisional quenching on number density is
non-uniform across the flame. Furthermore, the corrected radial profile is more consistent with
the expected high level of sodium at r > 2 mm. Thus, local measurements of quenching are
clearly vital for accurate number density measurements.

2.2 Hydroxyl Measurements

Following the sodium studies, we modified the laser and detection systems to allow us to
excite and monitor hydroxyl (OH). For the OH measurements, the dye laser is operated in
conjunction with a Spectra-Physics 344 cavity dumper, thus decreasing the laser repetition rate
from 82 MHz to 4 MHz. The cavity dumper is used because it creates higher peak power, which
increases the efficiency of the subsequent frequency-doubling process. The visible output of the
cavity dumper is frequency doubled using a lithium iodate (LiIO 3) crystal. Fluorescence emission
was collected perpendicular to the beam axis and focused onto the entrance slit of a 0.25-m
monochromator which was centered at 309 nm. The spectral width of the detection system was
26 nm (assuming a negligible entrance slit width). For the LIF results reported in this work, the
excitation line was the Ql(7) transition of the A2Z+ - X2H (j'=0,I,"=0) system (X = 308.9734 nm)
[5].

Hydroxyl lifetimes were measured in flames produced by two different burner systems.
The first system utilized a nonpremixed square 25mm x 25mm Hencken burner; it is composed
of a bundle of stainless steel tubing, each tube for the fuel flow being surrounded by six tubes
for the flow of an oxidant/diluent mixture. Methane was used as the fuel. Oxygen diluted with
N2 was used as the oxidant, with a volumetric dilution ratio for N2 to 02 of 3.76. The total flow
rate of the fuel plus the oxidant/diluent mixture was 10 L/min. Rapid diffusion occurs near the
burner surface; hence it can be assumed that the mixture in the center of the burner is at the same
stoichiometry as the input gases. The other burner utilized was a premixed water-cooled,
sintered-bronze, 6-cm diameter McKenna burner, which used a similar mixture of CH4-02-N2 .
The dilution ratio was again 3.76 but the total flow rate was increased to 17 L/min. Unless
otherwise stated, the OH fluorescence signal was again monitored 5 mm above the center of the
burner surface.
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2.2.1 High-Bandwidth Measurements

The Hencken burner was operated at equivalence ratios (4)) in the range 1.0-1.5. A typical
fluorescence decay obtained 5 mm above the burner at 4 = 1.0 is displayed in Fig. 6(a), along
with the excitation pulse collected from laser scattering and the fit determined with the convolute-
and-compare algorithm. The resulting lifetimes obtained 5 mm above the center of the Hencken
burner are displayed in Fig. 7(a) for different equivalence ratios. Each point displayed on the
figure represents the average of six trials, with the error bars representing the 95% confidence
interval of the mean. The fluorescence lifetimes range from a maximum of 1.91 ± 0.07 ns at 4)
= 1.0 to a minimum of 1.66 ± 0.07 ns at 4 = 1.5. Figure 7(a) indicates that the smallest lifetimes
are observed for richer conditions.

The McKenna burner was operated at equivalence ratios in the range 4 = 0.8 - 1.4. As in
our study of the Hencken burner, Fig. 7(b) displays fluorescence lifetimes obtained via
equivalent-time sampling versus equivalence ratio for the premixed McKenna burner. The
fluorescence lifetimes range from a maximum of 1.84 ± 0.08 ns at 0 = 0.8 to a minimum of 1.37
± 0.05 ns at 4 = 1.4. Similar to the data obtained with the Hencken burner, there is a noticeable
decrease in lifetime with increasing equivalence ratio.

Figure 7(b) includes the fluorescence lifetime obtained from real-time measurements at
stoichiometric conditions. The point at 4 = 1.0 represents the average of 20 lifetimes obtained
in the real-time mode for the McKenna burner, with the error bars representing the 95%
confidence interval of the mean. The flame with 4 = 1.0 was chosen for this investigation due
to its relatively high SNR (~4). We have already demonstrated the viability of real-time
fluorescence measurements for atomic sodium (see Fig. 4); thus, only one equivalence ratio was
investigated for the case of OH.

Figure 6(b) shows a typical waveform obtained using real-time acquisition, including the
excitation pulse and the fit determined through convolution. Seventeen files were acquired and
combined to obtain a single lifetime, resulting in a total sampling time of 348 ps. The point
density of 1 point/ns in Fig. 6(b) is limited by the inverse of the DSA sampling rate (1
Gsample/s). While the real-time fluorescence lifetimes exhibit more statistical scatter than the
equivalent-time data (as evidenced by the acquisition of 20 lifetimes to obtain a reliable average),
the average value agrees favorably with that obtained using equivalent-time sampling (see Fig.
7(b)).

At atmospheric pressure, the fluorescence lifetime r (s) of hydroxyl is equivalent to the
inverse of the quenching rate coefficient Q21 (s-')• We have calculated the quenching rate
coefficient for OH from

Q2 1, kQP1i (2)

where kQi is the bimolecular quenching rate constant (cm 3 s-) for the ith species and ni is the
number density of the ith species (cm-) [6]. The quenching rate constant for the ith species is
related to its collisional cross-section iYQj (cm 2) by [6]

kQi =vOrQi, (3)
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where v (cm/s) is the mean relative velocity of the colliding species. The collisional cross-
sections for all molecules considered in the calculations with the exception of N2 were taken from
tabulated best-fit coefficients given by Paul [7]. Experimentally, the collisional cross-section for
N2 is not accounted for by the 'harpooned' mechanism; thus, this value was calculated from the
data given by Garland and Crosley [6]. The N2 cross-section has been shown to be small, but
quenching due to N2 becomes significant because of the large amounts of N2 in the flame. For
the Hencken burner, the number densities required for Eq. (2) were obtained by assuming
chemical equilibrium. However, to account for radiative and conductive heat losses, the predicted
lifetimes shown in Fig. 7(a) were obtained by assuming temperatures both 100 K and 200 K less
than the adiabatic flame temperature. Previous work has demonstrated that the measured
temperature for a Hencken burner operated at stoichiometric to rich conditions is up to 200 K
less than the adiabatic flame temperature [8].

Predictions of similar fluorescence lifetimes for the McKenna burner are shown in Fig.
7(b). In this case, the species number densities for the fluorescence lifetime calculations were
obtained from the Sandia steady, laminar, 1-D, premixed flame code [9], while the temperatures
for these calculations were obtained from radiation-corrected thermocouple measurements. The
CHEMKIN-II computer program library [10] was used to process the reaction mechanism into
a form which is appropriate for use by the Sandia flame code. The transport and thermodynamic
properties were provided by two accompanying data bases [11, 12].

Figures 7(a) and (b) demonstrate the favorable agreement between the measurements and
predictions of the fluorescence lifetime. The flame models for both burners show that the
fluorescence lifetime decreases with increasing equivalence ratio, a trend which we also observed
for the experimental results. In addition, the Hencken burner flames modeled at 200 K less than
the adiabatic flame temperature exhibit excellent quantitative agreement with the measured
fluorescence lifetimes. Figures 7(a) and (b) represent the first extensive comparisons between
fluorescence lifetimes obtained experimentally in atmospheric flames and those obtained from
computer modeling. The maximum deviation between the mean measured lifetimes and the
lifetimes obtained from the 'harpooned' model was found for the McKenna burner flame at • =

1.4. However, even for this flame condition, the modeling over-predicts the measured lifetime
by only 13%.

Though the comparisons between the predicted and measured fluorescence lifetimes are
quite good, there are several factors which could account for the observed discrepancies. These
factors are generally related to the direct influence of temperature on both the modelled species
number densities and collisional cross-sections. The consequent effect of a predicted temperature
difference of 100 K on the fluorescence lifetimes is illustrated in Fig. 7(a). Unfortunately,
obtaining accurate temperature measurements, especially near the burner surface, is particularly
difficult for the Hencken burner. To model the species mole fractions for the McKenna burner,
we used the temperature profile provided by the energy solution to the flame equations. Because
this temperature profile does not account for radiative heat losses, it predicts higher post-flame
temperatures than were obtained experimentally. For this reason, we used radiation-corrected
thermocouple measurements (Pt/Pt-10%Rh) for calculation of the quenching environment.
Thermocouple measurements might suffer from catalytic effects in the high-temperature flame
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front, but such catalytic effects should be negligible 5 mm above the burner surface. There are
very few experimental collisional data at elevated temperatures with which to test collisional
quenching models. Thus, we must be cognizant of the uncertainty in the measured temperatures
in this study and also the related uncertainty in the predictive capability of the quenching model
at higher temperatures.

2.2.2 Low-Bandwidth Measurements

Low-bandwidth data were also obtained using the McKenna burner to demonstrate the
ability of the PITLIF system to determine OH number densities. The low-bandwidth fluorescence
signal was corrected for both laser power fluctuations (by monitoring the laser power with a
radiometer) and background emission (via synchronous detection). Each low-bandwidth point
presented is the result of averaging 10,000 samples acquired at 400 Hz. The flames probed with
the low-bandwidth system were also investigated through computer modeling.

Figure 8 demonstrates the relative quenching-corrected hydroxyl number density at various
equivalence ratios in the post-flame region. The LIF data uncorrected for quenching are included
for the sake of comparison. The LIF signal is measured with the low-bandwidth system, and the
corrected number densities are obtained via Eq. (1) for which the subscript c indicates the
calibration condition at 0 = 0.9. The results of the kinetic modeling are also displayed in Fig.
8. The temperature profile required for the modeling was provided by solution of the energy
equation.

Figure 8 shows that the quenching correction is rather minimal for the equivalence ratios
investigated, as the OH lifetimes did not vary widely for this equivalence ratio range. The only
point which differs significantly from the predictions is at stoichiometric conditions. Besides the
higher experimental uncertainties involved with a measurement at 0 = 1.0, there is another
possible reason for this particular difference. The average laser beam power was monitored after
the beam passed through the flame, and thus it would be sensitive to laser absorption. To obtain
the values graphed in Fig. 8, the average fluorescence signal is divided by the average laser
power. The higher OH number density at stoichiometric conditions would increase laser
absorption. Since laser absorption could decrease the measured laser power at 0 = 1.0, the
normalized number density measurement at • = 1.0 might be enhanced compared to the actual
number density.

Because of the uncertainty in the lifetime measurements, it is not evident that the quenching
correction is necessary to improve the accuracy of the present OH number density measurements.
However, we should expect larger deviations from stoichiometric conditions in nonpremixed
flames. Barlow et al. [13] found that OH measurements in turbulent nonpremixed H_-air flames
required a 300% quenching correction for a mixture fraction (ý) of 0.4. This quenching
correction was based on comparisons to a calibration flame in a slightly lean Hencken burner.
Unfortunately, lifetimes in richer flames were not monitored in our study due to the poor SNR
at 0 > 1.4 (corresponding to ý> 0.076 for the present CHa/O 2/N2 flame). A higher-powered
picosecond pulsed laser would be required to monitor turbulent nonpremixed systems for which
the mixture fraction varies widely.

In addition to the equivalence-ratio scan shown in Fig. 8, we measured the low-bandwidth
fluorescence signal as a function of height above the burner for 4 = 1.0. The results are
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displayed in Fig. 9. Because our lifetime measurements showed that the quenching environment
is relatively constant with height above the burner for this flame, we did not correct the number
densities for quenching as in Fig. 9. The results of the kinetic modeling are also displayed in
Fig. 9. We again used the temperature profile obtained via the energy solution as provided by
the kinetics modeling. While good agreement exists between the predicted and experimental
results up to a height of 5 mm above the burner, the model predicts consistently higher number
densities than were experimentally measured at greater heights. This deviation is likely due to
the inability of the computer code to account for radiative heat losses. Such losses will decrease
the temperature of the post-flame gases and thus decrease the relative OH concentration.

2.3 Conclusions

In conclusion, we have measured sodium and hydroxyl number densities using the
fluorescence induced by a picosecond laser excitation source. The quenching environment can
be experimentally monitored by employing fluorescence lifetimes obtained with the high-
bandwidth channel of the PITLIF instrument. The LIF signal obtained via the low-bandwidth
channel can then be corrected for variations in the quenching environment. The measured OH
fluorescence lifetimes agree well with those predicted using the quenching cross-sections from
Paul [7] and from Garland and Crosley [6]. We have also obtained OH lifetimes in a flame at
an acquisition rate on the time scale of turbulence. Hence, the PITLIF technique should be
applicable to the measurement of turbulent concentration fluctuations in reactive flows.
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Figure 1. Schematic diagram of the experimental apparatus.
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Figure 2. (a) PDF of LIF intensity for various locations in the flame. Each PDF is
obtained from 25000 points sampled at 2 kHz. The average beam power used was 1
mW. (b) Normalized PSD of LIF intensity for two axial locations in the flame. Each
PSD is obtained from 25000 points sampled at 2 kHz. The PSD is normalized by the
mean-square of the LIF intensity fluctuations.
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Figure 3. (a) Normalized equivalent-time excitation pulse and sodium fluorescence decay.
The waveforms were smoothed using a digital n-pole Bessel filter with a risetime of 700 ps
after averaging 500 equivalent-time waveforms. (b) Normalized real-time excitation pulse
and sodium fluorescence decay reconstructed from 409 ps of data.
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Figure 4. Quantitative comparison of equivalent-time and real-time measured sodium
lifetimes as a function of position in the burner. The error bars indicate the ±2a intervals
based on repeated trials using each technique.
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Figure 6. (a) Normalized equivalent-time instrument response and fluorescence decay
obtained 5 mm above the center of the Hencken burner at 0=1.0. Both of these waveforms
were obtained by averaging 500 individual waveforms and smoothing via a digital n-pole
Bessel filter with a 900 ps risetime. (b) Similar normalized real-time waveforms obtained 5
mm over the McKenna burner at 0=1.0. The convolution of the excitation pulse with the
exponential function determined from the convolute-and-compare algorithm is also displayed
in both figures.
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Figure 7. (a) Fluorescence lifetimes obtained via equivalent-time sampling in the center of
the Hencken burner 5 mm above the burner surface. The fluorescence lifetimes obtained from
the modeling are also displayed, assuming equilibrium conditions at temperatures 100 K
below and 200 K below the adiabatic flame temperature. (b) Fluorescence lifetimes obtained
via equivalent-time sampling in the center of the McKenna burner 5 mm above the burner
surface. The result using real-time sampling is also included at 0=1.0. The fluorescence
lifetimes obtained from modeling are also displayed. The mean lifetime and uncertainty
ranges for all the lifetimes (95% confidence interval of the mean) are calculated from the
results of six lifetime measurements.
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Figure 8. Normalized OH number densities 5 mm above the center of the McKenna burner
for different equivalence rations with and without corrections for collisional quenching.
The values for both the corrected and uncorrected number densities are normalized with
respect to the corresponding value determined at 0=0.9.
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